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Plan	  for	  today...	  

•  Recap	  +	  Open	  Graph	  Protocol	  

•  Making	  Use	  of	  Structured	  Data	  

•  Useful	  Tools	  and	  Services	  

•  Reference	  Solu6on	  Homework	  6	  
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RECAP	  
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Schema.org	  





schema.org	  /	  Microdata	  example	  

<h1>Pirates of the Carribean: On Stranger Tides (2011)</h1>!
Jack Sparrow and Barbossa embark on a quest to find the 
elusive fountain!
 of youth, only to discover that Blackbeard and his daughter 
are after it too.!
!
Director: Rob Marshall!
Writers: Ted Elliott, Terry Rossio, and 7 more credits!
Stars: Johnny Depp, Penelope Cruz, Ian McShane!
8/10 stars from 200 users. Reviews: 50.!



schema.org	  /	  Microdata	  example	  



schema.org	  

•  Defines	  
– a	  number	  of	  types	  (e.g,	  person),	  organized	  in	  an	  
inheritance	  hierarchy	  

– a	  number	  of	  proper6es	  (e.g.,	  name)	  

•  Extension	  mechanisms	  to	  extend	  the	  schemas	  
•  OWL	  representa6on:	  
h]p://schema.org/docs/schemaorg.owl	  

•  h]p://schema.rdfs.org/index.html	  
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Open	  Graph	  Protocol	  
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MAKING	  USE	  OF	  STRUCTURED	  
DATA	  

17	




Google	  Knowledge	  Graph	  

•  Enables	  search	  for	  things	  (people,	  places)	  that	  
Google	  knows	  about	  

•  Rooted	  in	  public	  sources	  such	  as	  Freebase,	  
Wikipedia,	  CIA	  World	  Factbook,	  etc.	  
– augmented	  to	  500M	  objects,	  3.5B	  facts	  and	  
rela6onship	  

•  Next	  genera6on	  search	  (seman6c	  index)	  
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h]p://www.youtube.com/watch?
v=mmQl6VGvX-‐c	  
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Coreference	  /	  en6ty	  resolu6on	  

•  Cluster	  men6ons	  of	  en66es	  extracted	  from	  a	  body	  of	  text	  
such	  that	  two	  men6ons	  belong	  to	  the	  same	  cluster	  if	  and	  
only	  if	  they	  refer	  to	  same	  en6ty	  
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BEIJING, Feb. 21— Kevin Smith, who played the god of war in the "Xena"...

... The Physiological Basis of Politics,” by Kevin B. Smith, Douglas Oxley, Matthew Hibbing...

The filmmaker Kevin Smith returns to the role of Silent Bob...

Like Back in 2008, the Lions drafted Kevin Smith, even though Smith was badly...

Firefighter Kevin Smith spent almost 20 years preparing for Sept. 11. When he...

...shorthanded backfield in the wake of Kevin Smith's knee injury, and the addition of Haynesworth...

...were coming,'' said Dallas cornerback Kevin Smith. ''We just didn't know when...

...during the late 60's and early 70's, Kevin Smith worked with several local...

...the term hip-hop is attributed to Lovebug Starski. What does it actually mean...

Nothing could be more irrelevant to Kevin Smith's audacious ''Dogma'' than ticking off...

Cornerback

Firefighter

Actor

Running back

Author

Figure 1: Cross-Document Coreference Problem: Example mentions of “Kevin Smith” from New York
Times articles, with the true entities shown on the right.

entities by including set-valued variables. Exact in-
ference in these models is intractable and a number
of approximate inference schemes (McCallum et al.,
2009; Rush et al., 2010; Martins et al., 2010) may
be used. In particular, Markov chain Monte Carlo
(MCMC) based inference has been found to work
well in practice. However as the number of men-
tions grows to Web scale, as in our problem of cross-
document coreference, even these inference tech-
niques become infeasible, motivating the need for
a scalable, parallelizable solution.

In this work we first distribute MCMC-based in-
ference for the graphical model representation of
coreference. Entities are distributed across the ma-
chines such that the parallel MCMC chains on the
different machines use only local proposal distribu-
tions. After a fixed number of samples on each ma-
chine, we redistribute the entities among machines
to enable proposals across entities that were pre-
viously on different machines. In comparison to
the greedy approaches used in related work, our
MCMC-based inference provides better robustness
properties.

As the number of mentions becomes large, high-
quality samples for MCMC become scarce. To
facilitate better proposals, we present a hierarchi-
cal model. We add sub-entity variables that repre-
sent clusters of similar mentions that are likely to
be coreferent; these are used to propose composite
jumps that move multiple mentions together. We
also introduce super-entity variables that represent
clusters of similar entities; these are used to dis-

tribute entities among the machines such that similar
entities are assigned to the same machine. These ad-
ditional levels of hierarchy dramatically increase the
probability of beneficial proposals even with a large
number of entities and mentions.

To create a large corpus for evaluation, we iden-
tify pages that have hyperlinks to Wikipedia, and ex-
tract the anchor text and the context around the link.
We treat the anchor text as the mention, the con-
text as the document, and the title of the Wikipedia
page as the entity label. Using this approach, 1.5
million mentions were annotated with 43k entity la-
bels. On this dataset, our proposed model yields a
B3 (Bagga and Baldwin, 1998) F1 score of 73.7%,
improving over the baseline by 16% absolute (corre-
sponding to 38% error reduction). Our experimen-
tal results also show that our proposed hierarchical
model converges much faster even though it contains
many more variables.

2 Cross-document Coreference
The problem of coreference is to identify the sets of
mention strings that refer to the same underlying en-
tity. The identities and the number of the underlying
entities is not known. In within-document corefer-
ence, the mentions occur in a single document. The
number of mentions (and entities) in each document
is usually in the hundreds. The difficulty of the task
arises from a large hypothesis space (exponential in
the number of mentions) and challenge in resolv-
ing nominal and pronominal mentions to the correct
named mentions. In most cases, named mentions

794

Singh et al.: Large-Scale Cross-Document Coreference Using Distributed 
Inference and Hierarchical Models, 2011	




USEFUL	  TOOLS	  AND	  SERVICES	  
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Google	  Refine	  

•  A	  tool	  for	  working	  with	  messy	  data	  
– cleaning,	  transforming,	  extending,	  linking	  data	  

•  h]p://code.google.com/p/google-‐refine/	  
•  Since	  10/2012	  OpenRefine	  
(h]p://github.com/OpenRefine)	  
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Google	  Refine	  

	  
h]p://www.youtube.com/watch?
v=B70J_H_zAWM	  
	  
h]p://www.youtube.com/watch?	  
v=5tsyz3ibYzk	  
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Google	  Refine	  /	  LD	  Extension	  
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DBpedia	  Spotlight	  

•  Named	  en6ty	  detec6on	  
– analyzes	  natural	  language	  text	  
–  iden6fies	  named	  en6ty	  matches	  

•  Named	  en6ty	  disambigua6on	  
– use	  heuris6cs	  to	  find	  the	  best	  match	  
– similar	  to	  coreference	  resolu6on	  problem	  in	  
Google	  Knowledge	  Graph	  

•  h]ps://github.com/dbpedia-‐spotlight/
dbpedia-‐spotlight	  
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lucene-‐SKOS	  

•  Query	  expansion	  module	  for	  Lucene	  /	  Solr	  
•  Takes	  SKOS	  vocabularies	  
•  Expands	  terms	  either	  at	  
– query	  6me	  OR	  
–  indexing	  6me	  

•  h]ps://github.com/behas/lucene-‐skos	  
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SPARQL	  Package	  for	  R	  
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