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Figure 1: SharedNeRF uses a head-mounted camera and stationary camera in a local environment (left) and then renders

high fidelity and view-dependent shared space where a remote viewer in another location can look at physical artifacts from

different viewpoints, leveraging both NeRF and point cloud techniques (right).

ABSTRACT

Collaborating around physical objects necessitates examining dif-

ferent aspects of design or hardware in detail when reviewing or

inspecting physical artifacts or prototypes. When collaborators

are remote, coordinating the sharing of views of their physical en-

vironment becomes challenging. Video-conferencing tools often

do not provide the desired viewpoints for a remote viewer. While

RGB-D cameras offer 3D views, they lack the necessary fidelity. We

introduce SharedNeRF, designed to enhance synchronous remote

collaboration by leveraging the photorealistic and view-dependent

nature of Neural Radiance Field (NeRF). The system complements
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the higher visual quality of the NeRF rendering with the instantane-

ity of a point cloud and combines them through carefully accommo-

dating the dynamic elements within the shared space, such as hand

gestures and moving objects. The system employs a head-mounted

camera for data collection, creating a volumetric task space on the

fly and updating it as the task space changes. In our preliminary

study, participants successfully completed a flower arrangement

task, benefiting from SharedNeRF’s ability to render the space in

high fidelity from various viewpoints.
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1 INTRODUCTION

Collaboration around physical objects often requires that each col-

laborator closely examines the various facets of a design artifact

or hardware device for detailed review or discussion [43]. While

this is straightforward in co-located settings, where individuals

can independently view the physical design from different perspec-

tives and directly reference specific areas or objects, it becomes

considerably more challenging in remote scenarios. Previous video-

based systems have attempted to facilitate remote view sharing

through the use of head-mounted cameras [10, 12, 13, 20, 29, 35, 42]

or handheld devices [9, 15, 63]. These approaches, however, heavily

rely on the local user with regard to obtaining a preferable view-

point, which can necessitate substantial verbal communication to

achieve the desired viewpoint for remote viewers [8, 69]. Addi-

tionally, local collaborators often struggle to offer the best views

to remote viewers, a problem commonly caused by inattention or

misunderstandings [39, 43]. While other video approaches offer

several views through multiple cameras [16, 56, 72, 74], they lack

the ability to seamlessly view the scene from free viewpoints. Other

research has explored the use of controllable cameras equipped

with mobility [36, 40, 59, 73] or arms [18, 28, 52] to grant remote

users control over the camera’s positioning within the space. De-

spite these advancements, the range of accessible viewpoints and

the pace of interaction remain constrained by the limitations of

physical robots.

Point clouds obtained from RGB-D cameras have been used for

rendering 3D views to share task space in remote collaboration

[1, 24, 49, 51, 63, 68, 72]. These 3D rendering techniques can pro-

vide spatial awareness of the workspace in real-time but often fail

to deliver a high-fidelity or photorealistic representation of the task

space, which may be important for physical tasks or design critique,

as they lack the fine-grained details such as lighting, reflections,

textures, or small components. The advent of the Neural Radiance

Field (NeRF) techniques has revolutionized the realm of photoreal-

istic and view-dependent rendering [41]. It empowers viewers with

the ability to navigate and explore high-fidelity 3D spaces, grant-

ing them the freedom to alter their viewpoints. Despite the great

benefits, NeRF representations are often optimized for static scenes.

While there have been efforts to adapt NeRF to dynamic scenes

[14, 38, 48, 53, 64], a prominent issue is the considerable amount

of time required for training, which precludes the possibility of

synchronous interactions by using NeRF techniques alone.

We present SharedNeRF, a system designed to enhance syn-

chronous remote collaboration by leveraging the high-fidelity and

view-dependent nature of the NeRF technique, as illustrated in

Fig. 1. The system complements the high latency updates of the

NeRFs with the low latency real-time point cloud rendering. With

SharedNeRF, remote viewers can independently navigate a shared

3D task space, immersing themselves in high-fidelity views of phys-

ical artifacts while simultaneously being able to observe dynamic

elements such as hand gestures or moving objects in real-time.

Moreover, when alterations to the task space occur, SharedNeRF

enables NeRF updates to gradually align with the most recent state

of the space, affording a up-to-date collaborative environment. We

demonstrate scenarios of using SharedNeRF where collaborators

work on flower arrangement and computer inspection tasks. We

also report initial user feedback from our preliminary study, con-

ducted to validate the potential of our approach.

2 RELATEDWORK

SharedNeRF builds upon prior research in remote collaboration

involving physical objects, video systems, and spatial rendering

techniques for view-sharing. We offer a comprehensive review of

significant literature in these domains.

2.1 Remote Collaboration for Physical Tasks

Buxton’s framework highlights the significant role of seamlessly

merging both person space and task space to facilitate natural flow of

interactions in remote collaboration [3]. There is also a recognized

need to render reference space over the shared space, facilitating

non-verbal cues such as deictic pointing gestures [2, 19]. While

sharing precise task space is achieved within purely virtual envi-

ronments (e.g., Autodesk Design Review [22], DDRIVE [6]), the

scenario becomes more complex when the tasks pivot around phys-

ical objects in real-world [43, 69]. In the context of remote physical

tasks, prior studies identify a shared visual space for collaborators

as a central role in establishing ‘common ground’ [5] and ensuring

successful collaboration [12, 13]. This shared visual space affords

awareness of the current status of tasks [17]. Standard video tools

like Teams or Zoom often fail to seamlessly share physical artifacts’

visuals. Local collaborators struggle to align views with remote part-

ners’ needs [39, 43]. We explore a new technique to afford sharing

of their task space in high-fidelity where their remote collabora-

tors can independently explore the space while supporting several

non-verbal cues such as head direction and gestures.

2.2 Sharing Task Space in Video Systems

There has been much exploration of video-based techniques to

share task space for physical collaboration. ClearBoard [26] or

VideoWhiteboard [66] supports rendering drawings and gestures

over a physical board. While these approaches may be effective for

whiteboard design interactions, sharing arbitrary task space with

three-dimensional objects is not well supported. TeamWorkStation

[25] uses a tabletop camera to share task space around a table

with annotations, but this flat 2D view makes sharing different

angles of artifacts difficult [43]. Other works propose techniques for

sharing more than one fixed view of the task space. Multiple camera

views [16, 56, 74] have been used to provide several viewpoints, but

synchronizing and switching between views can be disorienting

and view changes are not seamless. While head-mounted cameras

[10, 12, 13, 20, 29, 35, 42, 70–72] can offer a first-person perspective,

they can require more coordination effort to share a view desired by

the remote user [8]. Other work uses tracking cameras [57] to follow

movement and adjust angles automatically, but may sometimes

misinterpret user intent or miss rapid actions. Taking snapshots of

objects has been explored to share task space [21, 46], but lack the

continuity and the ability of looking at an artifact from different

perspectives. Handheld mobile devices [9, 15] can be versatile and

portable, but holding them can be tiring, and they may not always

provide a stable view. Moreover, it is not practical for a collaborator

to hold a camera while engaging with the physical objects in the

environment [27].
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2.2.1 Enabling Independent Viewpoints in Shared Space. Remote

collaboration can be augmented by giving remote collaborators

independent control over their viewpoints, reducing verbal commu-

nication efforts in sharing views [8]. This has been explored using

mobile platforms [36, 40, 59, 73] and adjustable arms [18, 28, 52].

For example, the Asteroids system [36] employs a set of robots on

a workbench, allowing remote users to switch between them and

control their position to adjust their focus within a collaborative

task environment. Similarly, mobile robotic systems like VRoxy

[59] and RobotAR [73] utilize an onboard camera and the robot’s

mobility to alter perspectives within a room-scale environment.

Systems such as Heimdall [28] and TeleAdvisor [18] employ actu-

ated arms to manipulate camera views for hands-on tasks, while

Periscope [52] features a more extensive robotic arm, facilitating

both local and remote users in placing a camera to a new view-

point. While these systems may enhance collaboration, they also

have limitations: specialized robots may be inaccessible, physical

constraints can limit viewpoints, and remote users may experience

camera feed/control latency. Our work utilizes a common setup

(e.g., a tabletop camera, and head-mounted camera) for enabling

remote users to explore the shared space, looking from different

viewpoints with instant interactivity with a mouse and keyboard.

2.3 3D Rendering for Physical Space Sharing

Another stream of work leverages 3D rendering techniques, as op-

posed to 2D videos, for remotely sharing physical spaces. VRoxy

[59] or Mini-Me [50], for example, pre-capture the photogrammetry

of their task space and render them through a head-mounted display,

but these 3D geometries of the scene are static since they are cap-

tured in advance. Other work employs RGB-D cameras and creates

point cloud or mesh rendering for sharing the physical environment

[1, 24, 49, 51, 63, 68]. Systems such as Volumetric Mixed Reality [24]

and CoVAR [51] show RGB-D-based meshes for supporting physi-

cal collaborative tasks. MirageTable [1] and Room2Room [49] use

a set of RGB-D cameras and projectors to render the shared space

on a physical environment, supporting table-scale and room-scale

interactions respectively. While they provide freedom for spatial

exploration in the shared space, point cloud rendering techniques

are also known for poor quality due to sensor noise and a large

number of missing points or incomplete meshes [24]. Holoportation

[47] uses RGB-D cameras for real-time 3D model reconstruction

for immersive telepresence. However, these rendering methods fall

short in delivering a high-fidelity, photorealistic representation of

task spaces, often missing out on complex details like lighting, re-

flections, material properties such as texture, or small components.

Loki [68] merges point cloud rendering with video streaming, uti-

lizing both 2D video and point cloud [59, 67]. Building on the value

of capturing and rendering 3D spaces in real-time demonstrated

by such prior work, our system also leverages RGB-D based point

clouds for its strength. Additionally, it augments them with Neural

Radiance Fields that add higher-quality details to it.

2.4 Photorealistic Volumetric Representation

Recent volume rendering techniques such as Neural Radiance Fields

(NeRF) [41] and Gaussian Splatting [31] allow the synthesis of pho-

torealistic novel views without the need for special cameras or

hardware. These methods can handle rendering of fine-grained

details such as reflection and transparent objects, small details, and

objects with fabrics or other unique textures, that are difficult to

capture with point cloud or photogrammetry-based techniques.

Their limitation as first presented is its long training time. To re-

duce the training time, Instant-NGP [45] proposes a novel input

representation called multiresolution hash encoding that speeds

up the training from hours to seconds or minutes. However, these

NeRF representations only support static scenes in which there are

no dynamic or moving objects, making them unsuited for real-time

collaborative tasks. There have been advancements in NeRF for

dynamic scenes, including Dy-NeRF [38], D-NeRF [53], Temporal

Interpolation-based NeRF [48], DynamicNeRF[14] and NeRFPlayer

[64]. These methods extend the NeRF framework to allow rendering

of volumetric representation of dynamic scenes. However, to date,

these techniques are not fast enough to train and show a volumetric

scene frame by frame in real-time.

Luma AI [23] offers a platform for capturing and rendering volu-

metric scenes, enabling users to share spatial representations with

others; however, its application is largely limited to asynchronous

sharing. While several systems utilize Simultaneous Localization

andMapping (SLAM) for the real-time training of volumetric scenes,

their design primarily focuses on static scenes and lacks support

for remote interface [30, 58]. To our knowledge, SharedNeRF is

the first system designed to leverage the photorealistic and view-

dependent capabilities of the NeRF technique to facilitate synchro-

nous remote collaboration, which we achieve through the integra-

tion of traditional high-frequency 3D rendering.

3 SharedNeRF DESIGN

In this section, we present the SharedNeRF system designed to

support remote interactions during collaboration around physical

artifacts. Iterative prototyping is a complex and dynamic process

where collaborators engage in a cycle of experimenting with ideas

and assimilating feedback [7, 43]. This interactive cycle is crucial,

especially in collaborative settings, where collaborators observe

different aspects of a design before convening to discuss improve-

ments. During the review phase, individual reviewers can suggest
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Figure 2: SharedNeRF local and remote setups. The local

collaborator wears a head-mounted camera for real-time

data collection and has a fixed camera on a desk for detecting

movements in the task space (left). The remote collaborator

uses the SharedNeRF viewer using a mouse and keyboard,

navigating in the shared space (right).
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changes, effectively indicating their focus or gesturing towards

specific design elements. This process of feedback and discussion

enables collaborators to make iterative adjustments to the design.

They continue to refine and review the updated version until it

aligns with the intended outcome. Such a sequence of actions in

iterative prototyping and critique sessions underlines the design

requirements for a system aimed at providing seamless remote

collaborative experiences in such scenarios. Key functionalities of

such a system encompass the capacity for a detailed examination

of the initial design from multiple viewpoints, offering immediate

feedback on ongoing changes, and enabling dynamic non-verbal

communication for clarity. Moreover, the system should allow for

the assessment of revised designs to further the iterative process.

3.1 Complementary Nature of NeRF and Point

Cloud

Here we describe the pros and cons of both NeRF and traditional

point cloud rendering techniques and discuss how a system can

leverage the strengths and mitigate the weaknesses of each ap-

proach to facilitate the intricate interactions discussed above.

NeRF, due to its view-dependent nature, excels in rendering

complex details of physical attributes that vary based on different

viewpoints. It can depict phenomena such as the reflection of light

through transparent materials like glass, or the fine-grained tex-

tures found in materials such as fur or even plants. This capability

to achieve a high degree of realism enriches the contextual under-

standing of the workspace for collaborators, However, a significant

drawback to NeRF is its time-consuming training process for each

scene state, which can range from a few seconds to several minutes.

In contrast, traditional point cloud rendering, facilitated by RGB-

D cameras, can instantly capture and represent the real-time state

of a scene, including its dynamic elements. This speed ensures

synchronous collaboration, where changes can be viewed and dis-

cussed in real-time. However, this method is not without its flaws;

it often results in a loss of detail, creating visual artifacts such as

holes or sharp edges in the rendered scene. Moreover, depth sensors

used in this approach can have limited fidelity and often struggle

to accurately capture transparent objects or small details such as

wires or small components.

SharedNeRF leverages the complementary nature of point cloud

and NeRF rendering techniques, integrating the detailed rendering

capabilities of NeRF with the real-time responsiveness of point

clouds to facilitate a collaborative environment that is both detailed

and responsive to dynamic changes in the scene. Specifically, it

utilizes NeRFs for their high-fidelity, view-dependent rendering

capabilities, essential for an in-depth review. Concurrently, it inte-

grates the real-time point cloud rendering with NeRFs, enhancing

the system’s capacity to handle dynamic aspects of collaboration.

Fig. 2 illustrates the setup of SharedNeRF where a remote collab-

orator can see a 3D representation of the shared task space via a

GUI viewer. In the following, we describe the details of the system

design, articulating each key design component of SharedNeRF.

3.2 Real-time Dataset Collection for NeRF

Training

NeRF is typically trained to utilize a fixed batch of several hundred

images at most. These images are pre-processed to compute camera

calibration parameters and camera poses, which are required for

training. This approach is not amenable to synchronous and contin-

uous use over extended periods, especially in environments where

the scene is changing. Where the scene changes over time, there

must be a mechanism to continuously gather training images and

update the NeRF model as quickly as possible. Furthermore, remote

participants may initially have little or no view of the physical

environment. Therefore, it is important for the system to promptly

present the most current state of the task space as soon as the

remote connection is established.

To achieve this, SharedNeRF uses a head-mounted camera as a

means to collect a dataset on the fly, as shown in Fig. 2. Many appli-

cations of NeRFs employ offline structure from motion techniques

such as COLMAP [62] to compute precise camera pose over a video.

Such offline approaches are too slow to use in an interactive, real-

time application. Instead, SharedNeRF integrates ORB_SLAM3

[4], a real-time, frame-by-frame localization system prevalent in

����� ��� ��� ��� ����

Figure 3: Sequence of optimizing the dataset by adding or discarding images in a way that increases the diversity of camera

poses, showing the visualization of more diverse camera poses over time as the local collaborator moves their head. The pose

of the camera associated with each training image is illustrated by red, green and blue lines depicting camera coordinate axes.



SharedNeRF CHI ’24, May 11–16, 2024, Honolulu, HI, USA

����������������������������
��������������������������

�����
����������	
����������
��
����������������������������

����������������������������
��������������������������

�������������	�������������
�����������
����������
�������������

��������������	����������
��������������
�����������
�������������

����������������������������
���������������
�����������
��������������
�����������������������������

����������������������������
�������������������

�������������������
��  ��

�����
����������	
���������
��
����������������������

��  ��
���������������� �����
���������
��	��

����������	� ����������	�������������������	�

��

 ��

�����

������������� �������������

�
��	�������

Figure 4: Flow chart illustrating the algorithm to determine whether there is a moving object or a permanent change in the

scene, and subsequently update the training dataset for Instant-NGP.

robotics fields. We then send the training images and poses frame

by frame to Instant-NGP [45] for training a NeRF model of the

scene.

3.2.1 Optimizing Dataset for Improving NeRF. Upon initiating the

data collection process, the system collects an initial set of between

50 and 80 images, which we found maintained a reasonable balance

between NeRF quality and data collection duration. The initial NeRF

output tends to be of poor quality due to the limited head movement

in the early stages, resulting in a dataset populated with images

from similar camera poses.

To enhance the NeRF representation, the system optimizes the

training dataset dynamically over time. Incorporating a diverse

range of camera poses in the training set, as opposed to a limited

variety, enables the overall quality of NeRF as well as a more ex-

tensive navigation scope within the 3D NeRF rendered scene. The

system uses a greedy algorithm to maximize the diversity of cam-

era poses, as illustrated in Fig. 3. The algorithm operates in the

following manner: It first identifies the camera pose in the existing

dataset that has the minimum distance to the nearest camera pose.

This identified pose is then compared to the minimum distance

from a new image’s camera pose to the closest pose in the current

dataset. If the new pose offers a greater minimum distance than

the identified pose in the existing dataset, it is added to the dataset,

replacing the pose that contributes the least to the diversity of cam-

era poses. This approach supports a continual enhancement of the

Figure 5: An example of NeRF views with poor performance

when the dataset consists of images that are not consistent

across the dataset (left). Optical flow is used to detect moving

objects in the task space. The direction of movement is indi-

cated by hue values, while the magnitude of the movement

is represented through intensity (right).

NeRF representation as the user moves their head as they engage

with the task space.

3.3 Updating the NeRF to Reflect a Changing

Task Space

The technique described above enables continuous improvement

to the NeRF network by continually updating the dataset. In the

SharedNeRF scenario, the local user may often manipulate the

objects in the scene. This introduces the possibility of an inconsis-

tency in the training dataset, where some training images feature

a meaningful change in the scene or even the user’s hands, while

older images do not. Maintaining a dataset with consistent scenes is

necessary, as any inconsistencies could result in rendering artifacts

since NeRFs function by overfitting to the training data. These arti-

facts could render the representation unstable, causing it to display

varied or blurry content based on the viewer’s perspective (see

Fig. 5 left).

Moreover, it is essential for the remote collaborator to see mean-

ingful changes in the scene by having an up-to-date NeRF model,

especially when objects within the task space are changed, moved,

introduced, or removed. To manage this, the system distinguishes

between two distinct states of a scene: one that identifies motion

within the scene, and another that detects alterations to the scene.

Recognizing these states enables us to strategically determine when

to update the dataset for the NeRF by discarding an old dataset and

collecting a new dataset.

The system monitors scene dynamics using a stationary camera

to compute optical flow as shown in Fig. 5 (Right). To maintain

consistency in the training dataset, it pauses the addition of new

images to the SharedNeRF training set the moment the movement

of hands or objects is detected within the scene. When the scene

is static, we determine if the new data is added based on whether

it improves the dataset, as described in Section 3.2.1. At the end

of the detected motion, the system evaluates whether the current

frame differs from the last captured frame prior to the detection of

movement. This involves utilizing optical flow analysis between

the frames to detect any significant change. In the event of a sig-

nificant change in the scene, all images in the existing dataset are

replaced with the newly incoming frames, followed by the dataset

optimization process. If the scene remains unchanged, it resumes

data collection without refreshing the dataset. The overall flow is

illustrated in Fig. 4. Through these processes, the NeRF model can
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Figure 6: NeRF scene updates after each detected alternation

in the task space. The last two snapshots were taken seven

seconds after the change was completed by a user.

transition upon changes made in the task space over time, as shown

in Fig. 6.

3.4 Blending Real-time Dynamic Elements with

Point Cloud Rendering

Despite the system’s ability to update the NeRF representation in

response to changes in the task space, it falls short of providing

remote users with real-time visibility of dynamic changes in the

task space. There exists a time delay between the acquisition of

new images and poses and the subsequent update of the NeRF to

mirror the current state of the scene. With our current prototype

system, this delay is approximately five seconds.

To bridge this delay and ensure real-time visibility of dynamics in

shared spaces, we incorporate a high-frequency rendering method,

traditionally used to share task space for remote interaction. Specif-

ically, this integration uses point cloud rendering from both the

head-mounted and fixed cameras after a calibration process (see

Section 3.6). To merge point cloud visuals into the same coordinate

system, we continually apply camera poses of the head-mounted

camera obtained from SLAM every frame and set the same bright-

ness, contrast, and color temperature values for both cameras. The

blending of the point cloud and NeRF on a rendering surface is

facilitated through depth maps generated by the point cloud and

instant-NGP. Utilizing the z-buffer, we ensure proper occlusions,

allowing for the overlay of point cloud renderings on NeRF visuals

based on the depth information. As illustrated in Fig. 7, this blended

visualization eliminates the black patches commonly observed in

+
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Figure 7: An example of blending NeRF and point cloud ren-

dering. Regions of missing data in the point cloud (black

regions) are filled by the NeRF. The NeRF successfully mod-

els semi-transparent and specular objects.

duplicated objects

Figure 8: Parts of the dynamic point cloud, such as the user’s

hands, are occluded by objects modeled by the NeRF (Left).

However, when an object previously included in the NeRF

model is moved, the object may be duplicated (Right).

point cloud representations by supplementing them with NeRF

pixels. Additionally, it handles occlusions in scenarios where dy-

namically moving hands, rendered as part of the point cloud, are

occluded by objects rendered via NeRF as shown in Fig. 8 (Left).

However, when local users reposition objects, it could lead to

duplicated visuals (Fig. 8 (Right)), which might disorient users.

To address this, we explore the utilization of a pixel-based mask

to selectively determine the region in the scene that needs to be

rendered as a point cloud or as a NeRF (see Fig. 9). The objective is to

designate NeRF rendering for static elements of the scene and point

cloud rendering for dynamic elements. One strategy to achieve this

is as follows: for a given pixel, point cloud rendering is selected

when the color value difference for that specific pixel exceeds a

predetermined threshold; otherwise, NeRF is used, presuming no
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Figure 9: Demonstration of how masks can be used for se-

lecting point cloud rendering for dynamic parts and NeRF

rendering for static parts of the scene. Using only a color

mask may fail when the corresponding parts of the NeRF

and point cloud are similar in color, while using only a depth

mask may fail when the change in depth is small. Our com-

position pipeline uses a weighted average to combine the two

types of masks for better composition result.
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change has occurred. This strategy is effective in scenarios like

relocating a block from one location to another. However, it fails and

results in artifacts when regions of movement and change exhibit

similar colors. Fig. 9 illustrates an example, where the color of the

hand and the table surface is similar, resulting in an incomplete

hand rendering. Generating a mask using depth images obtained

from NeRF and the point cloud can help in distinguishing objects

or hands in the point cloud, for example, for the hands hovering

over the scene. This approach encounters difficulties when the

depth variations are minimal, such as when small objects are being

moved on a table surface. To mitigate each problem found in these

approaches, our system combines both masking approaches by

using a weighted average, as shown in Fig. 9. For our demonstra-

tion and study, we applied a weight of 0.67 for depth and 0.33 for

color, with a threshold of 0.11, empirically tuned to suit our setup.

3.5 Supporting Non-verbal Cues

In remote collaboration, rendering reference space helps collabora-
tors establish an understanding of what they are referring to in a

physical space [2]. In particular, hand gestures, such as pointing or

moving things around, play a significant role in conducting phys-

ical tasks [33]. With the technique to blend both NeRF and point

clouds, the remote viewer can see when a local user moves objects

or make hand gestures, such as pointing at a certain object.

Moreover, head pose can also be a powerful indicator of a collab-

orator’s locus of attention [44, 54, 60]. SharedNeRF incorporates

a feature that renders the 3D avatar of the local user, indicating

the direction of the user’s head on the interface, as demonstrated

in Fig. 10. The 3D avatar’s pose is animated using the same head

tracked pose used for dataset collection. This addition helps the

remote viewer discern whether the local user is looking at a detail

closely or stepping back to gain a broader perspective. The local

user can also gauge where the remote viewer is pointing with a

cursor or understand the area of their attention, through the shared

viewer shown on a display positioned near the workspace. Alterna-

tives include rendering these features using projection mapping or

AR glasses (see Section 6.3).
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Figure 10: Hand gestures rendered as a point cloud and head

direction visualized through the 3D model of an avatar.

3.6 System Architecture

Here, we detail the architecture of the SharedNeRF system, which

encompasses both local and remote environments to facilitate the

remote collaborative experience (see Fig. 11).

In the local environment, we employ two RealSense D435i cam-

eras: one stationed on a tabletop to capture a broad view of the task

space, and a head-mounted camera worn by a user to gather data of

the surroundings from different views. This environment hosts two

TCP/IP servers to stream data to the remote site. The first server

leverages ORB_SLAM3 [4] to track the user’s head movements,

transmitting a dataset that includes color and depth images, along

with the camera pose matrix, in response to HTTP requests from

the remote end. The second server similarly manages the color and

depth image feed from the stationary camera.

In the remote environment, we implement a GUI application,

built with C++ and Direct3D, where the remote viewer navigates

a 3D scene using a mouse to zoom in and out to a specific part or

rotate around or translate in the scene. They can also use WASD

keys on their keyboard to move their viewpoint. This application

communicates with the local servers to acquire the data essential for

rendering the 3D scene. The rendering pipeline, integrated within

the application, renders point clouds based on the received images

and camera poses and runs Instant-NGP to train a NeRF network

using the data received from the ORB_SLAM3 server. It then renders

the NeRF’s color and depth textures. These textures, coupled with

point cloud and NeRF renderings, are utilized to create a composite

mask, merging them with 3D models to generate the final output

for the remote viewer. A parallel process within the application

utilizes optical flow [11] to identify dynamic objects and alterations

in the scene, influencing the management of the training dataset

and the final composition.

Our current prototype system relies on the remote system to

train NeRF model with Instant-NGP [45]. Because only images and

camera pose information are sent over the network, the system

lends itself to using conventional video compression and transport

technology. An alternative approach would be to perform train-

ing on the local user’s machine or in the cloud and then send the

model, typically less than 100 MB in Instant-NGP, to the remote site,

perhaps only when significant changes in the scene are detected.

This has the advantage of reducing the remote viewer’s compu-

tational requirements and naturally allows for efficient sharing

of the model among multiple users without duplication of effort.

However, periodic but infrequent updates in the model may cause

abrupt transitions in rendering. We leave a detailed comparison of

these architectures as future work.

The stationary and head-mounted cameras must be located

within the same coordinate system. We use a calibration process

in which ORB_SLAM3 is used to create a map of the scene with

the static camera, and the head-mounted camera is then localized

within this map. The process is performed when the prototype

system is started.

4 SCENARIOS USING SharedNeRF

In this section, we showcase how SharedNeRF can facilitate inter-

actions central to physical collaborative tasks, particularly those

occurring during design critique or review sessions. To this end,
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Figure 11: Overview of SharedNeRF’s system architecture.

we simulate a pair of collaborative scenarios wherein participants

engage remotely in guiding the local user to perform a series of

complex interactions with task space objects.

Custom flower arrangement is a scenario characterized by the

details of plants and flowers that pose a challenge to conventional

point cloud rendering due to their complex textures and geometry.

This task not only demands a realistic representation to portray

the existing design but also necessitates the ability to view the

arrangement from multiple viewpoints. Such a perspective is vi-

tal to better grasp the design and to understand the specific areas

their partner is referring to during the discussion. Designers are

also expected to make alterations to the arrangement, a process

followed by a detailed examination of the modified design to facil-

itate further discussion and review. Another example scenario is

inspecting a computer setup, a process that often involves an anal-

ysis of various hardware components and their configurations. A

remote viewer may inspect the current configurations and instruct

the local collaborator on how to fix a problem.

Fig. 12 and Fig. 13 illustrate a local and remote setup as well as

the SharedNeRF’s viewer controlled by a remote viewer for flower

arrangement and computer inspection sessions, respectively. In

both scenarios, SharedNeRF offers users the ability to observe the

physical task space from different angles interactively. The remote

viewer can observe an individual flower closely or have a wide view

to grasp the overall design while being able to see where the local

user is looking at or pointing (Fig. 12). Likewise, a remote inspector

can identify an unplugged cable on the computer and point at it

to direct the local person (Fig. 13). Moreover, the system allows

for real-time feedback, where users can instantly see the dynamic

movements or alternations made by others, such as picking up a

flower and adding it to the design or connecting a cable to a GPU.

In addition to collaboration around physical objects with detail

and complexity, SharedNeRF may be uniquely suited for applica-

tions requiring the examination and manipulation of objects with

surface material properties challenging or unfeasible to capture us-

ing traditional 3D reconstruction techniques, yet can be effectively

modeled by NeRFs. These include translucent materials and materi-

als that change appearance depending on view (e.g., specularity or

shininess) (see Fig. 7). For example, the quality of a milled surface

may be inspected, or a glass sculpture may be viewed as intended.
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Figure 12: Demonstrating interactions during a flower arrangement session. A remote viewer observes an overview of the

overall flower design (A), zooms in to closely look at these flowers on the table that are available (B), sees a local collaborator

pointing at a specific flower to explain the flower (C), and the viewer changes viewing angle to see the referenced flower from a

side (D). A local user then adds a flower to the existing arrangement (E) and a remote viewer sees the modified design in high

fidelity, while being aware of attention of the local collaborator (F).
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Figure 13: Demonstration of interactions during a PC inspection session using SharedNeRF. A remote viewer observes the

configuration inside a desktop PC and points to an unplugged connector (A), the viewer sees the local collaborator connect the

cable to the right place (B), and the remote viewer makes sure the change looks correct (C).

5 PRELIMINARY USER STUDY

We conducted a preliminary study to assess the efficacy of Shared-

NeRF in facilitating a remote user’s exploration of a shared task

space from various viewpoints of the NeRF representation, coupled

with the visualization of dynamic elements via point cloud blend-

ing. In particular, we seek to investigate whether users can explore

the physical space in high-fidelity and see dynamic movements

in the space. This study also aimed to gauge the advantages and

disadvantages of our approach relative to common remote collab-

oration strategies by having participants engage with two other

interfaces. We recruited 7 participants (3 male, 4 female), ranging

in age from 18 to 34 years old, from our institution, all of whom

were compensated with $50 gift card. The participants had prior

experience using videoconferencing tools such as Zoom and Teams.

5.1 Task

A similar task to the flower arrangement scenario previously de-

scribed in Section 4 was used, as it is simple yet requires high-fi-

delity views for the intricate geometry of the flowers and plants.

This task’s aesthetic aspect emphasizes the need for visual clarity,

aligning with the scenarios with which we aim to test our method.

The objective of the task was to work with their partner, an author

of the work who wears a head-mounted camera, in another location

to craft a flower arrangement that meets a specific client’s needs

and preferences (e.g., Retirement Party, Wedding Anniversary). Be-

fore starting the remote session, the participant was given a card

describing the client’s information. The client’s description was

randomly picked for each task and was not revealed to their local

partner. Upon the beginning of the remote session, the participant

was first presented with a basic flower foundation by the confeder-

ate with some explanation about the design and was then asked to

carefully observe the existing arrangement and make a comment

on the initial design. Then the participant was asked to suggest one

specific flower among five different individual flowers to add to

the arrangement design as a finishing touch based on the client’s

request described on their card. After the confederate added the

flower they suggested, the participant was asked to examine the

final design once again and to make an observation comment on

the final design. This process involves complex interactions, with

participants actively reviewing, discussing, and suggesting changes

to the flower design, and observing their collaborator referencing

or altering parts of the design.

Participants engaged with three distinct interfaces throughout

the task (Fig. 14): SharedNeRF, which leverages NeRF and point

cloud; a first-person video captured through a head-mounted cam-

era; and a point cloud rendered from RGB-D cameras. These condi-

tions were selected to aid in identifying both benefits and drawbacks

associated with the system’s features: high-fidelity, free viewpoints,

and support for dynamic elements. The first-person video condition

offers high-fidelity visuals and indicates the collaborator’s focus,

yet lacks independent free viewpoints. In contrast, the point cloud

allows for free viewpoints but compromises on visual quality. The

sequence of interface engagement was counterbalanced among

participants to avoid order effects.

5.2 Procedure

After completing the informed consent form, participants were

informed that they would be interacting with a remote partner in

another room. They were then introduced to the first condition.

Following the completion of the task for each condition, they partic-

ipated in a short debrief session to discuss their experience with the

interface before filling out a questionnaire. After cycling through all

the conditions, they completed a post-study questionnaire, which

included sections on their preferences and open-ended questions,

followed by a debrief interview. The session concluded with the

distribution of the compensation.

���������� ������������������ ��������
�

Figure 14: Participants experienced three conditions:

SharedNeRF that blends NeRF and point cloud; First-person

video from a head-mounted camera; Point cloud using RGB-

D cameras.
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Figure 15: Results of participants’ preference and responses to the questionnaire.

5.3 Results and Feedback

Independent View Control: Every participant mentioned the Shared-

NeRF’s ability to independently alter their viewpoints over the

flower arrangements, with P1 noting, “I mostly appreciate having
some independent control on the view I have over the flower arrange-
ments...” Similarly, P4 found that “its option to scroll in and out really
enabled me to look at the design in more detail. At times I wasn’t
sure about the arrangement when it was zoomed out, so it was nice
to be able to zoom in on the flower I added on my own to evaluate
the design.” Participants frequently highlighted the independent

ability to control viewpoints from a coordination perspective. P4

noted “The accomplishing of the micro goals such as like zooming in
to look at the details when I wanted to just like on my own without
having to bother (the partner).” They enjoyed the freedom to “do
what I wanted in the scene without having to coordinate or depend
on anyone else.” P6 also appreciated the ability to “manipulate the
scene with my mouse without having to tell my collaborator any-
thing,”. P7 also echoed on this saying “I don’t need to like describe
to my partner what I want and sometimes ... I just want to look at
it myself, ...instead of (asking to) move the camera here, move the
camera there.”, comparing it to the first-person video condition. As

shown in Fig. 15, the sense of control and agency over what is seen

is reflected in the questionnaire results.

Visual Fidelity: Participants commented on the visual fidelity of

the SharedNeRF. P1 felt that SharedNeRF allowed for a better

sense of the design compared to the point cloud, saying “it is easier
to see the structure than the point cloud condition. .. also get a complete
image ... without big black holes in the rendering (that you see in
point cloud).” P3 found it useful “to zoom in and see the shapes of the
flowers”. P5 also echoed this point saying “I think it did a great job of
letting me observe such details.” P7 commented on the SharedNeRF

condition for clear details, finding no instability problems they

saw in the point cloud condition, and providing a “really realistic
view.” This positive sentiment towards visual fidelity is consis-

tent with their questionnaire responses regarding the ability to ob-

serve both the overall design and its details (see Fig. 15). Although

these comments attest to the high fidelity nature of NeRF used

in SharedNeRF, participants also mentioned the fact that visual

fidelity varies based on viewpoints. While P4 noted “the center
area was ... very high quality.”, P1 commented “some angles are

better than others” and that “I was really hoping it would be equally
clear on the sides.” P6 also noted that “I wasn’t able to see the back
side of the design.” P1 described a first-person view video as the

interface that “gave the clearest image.” Another limitation noted

by the participants is its delay in updating NeRF representation in

response to scene changes. For example, P3 noted “it took a bit to
load the the flower” and P6 also said “it took a little bit of time to sort
of reload with the new arrangement.”

Visibility of Dynamic Elements: Participants also appreciated the

benefits of being able to see point cloud rendering over NeRF for

instant feedback. P4 said “even though it did take a little bit to update
(the NeRF), ... having the live updates (via point cloud) made it easier
also for me to kind of figure out like what was going on.” P2 also

commented “I could see the local person’s head and hands, and move-
ments”. Likewise, P1 mentioned being able to comprehend “what he
(the remote user) was gesturing to.” P5 and P7 noted that they could

see the user’s hand when brought into the scene. Questionnaire

responses regarding the understanding of what each other is refer-

ring to, in Fig. 15, indicates a similar appreciation of the value of the

point cloud. Despite these positive comments on the ability to see

dynamic parts of the space, participants mentioned the limitations

of this feature. P7 did not see the moving parts “as clearly as static
objects like flowers”. P1 compared the SharedNeRF condition to

the video condition saying “it was not easy to see changes/moving
objects as quickly as a live video stream.” P4 also noted that “If the
object didn’t stay in the scene, it would cause some blur, and then the
scene would return to normal (after movement is no longer detected).”

Although the findings from this study are insightful, highlight-

ing both the strengths and weaknesses of the proposed method, it

is important to note that this was an initial, preliminary study with

a limited sample size. Additionally, the local side was not examined

due to the focus of our work. To gain a more comprehensive under-

standing of the system, future research is needed to involve more

extensive, long-term studies across varied tasks.

6 DISCUSSION AND FUTUREWORK

6.1 Improving Visual Fidelity

Participants noted a desire for improved image quality, such as a

sharper image when zooming in. This issue may be attributable
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Figure 16: Experiment of an alternative approach for creating a mask using segmentation.

to the resolution of the images utilized in our dataset. In the inter-

est of optimizing performance, our prototype uses images with a

resolution of 640 x 480 pixels for training purposes, while NeRF

rendering is performed at a native resolution of 512 x 512 to ensure

good performance for the viewer.

Another factor could be the size that defines the number of im-

ages used in NeRF training. As discussed in Section 3.2.1, increasing

this size could increase the quality of NeRF but may decrease the

rate of NeRF updates. Recent advancements in training speed and

rendering speed for volumetric representations may improve both

the quality and speed of such high-fidelity rendering [31]. Partici-

pants mentioned the desire to view the artifacts from the sides or

back where it was not captured by the head-mounted camera. To

support this, one can consider introducing more cameras for data

collection and optimizing camera arrangement for improvement

of the NeRF quality for these parts [34]. The following section also

discusses alternative data collection methods to be explored for

capturing diverse viewpoints.

While participants appreciated the dynamic elements in the

scene, they suggested a need for clearer rendering in the blended

view. Our weighted average approach, as detailed in Section 3.4,

addresses some issues associated with basic color or depth masking.

However, it sometimes results in flickering artifacts, potentially

caused by noisy point clouds affecting the visual quality. We used

a RealSense camera (D435i) with active stereo depth for ergonomic

reasons, rather than higher-quality time of flight (ToF) based depth

devices. Future improvements could include the use of a compact

ToF camera. Incorporating hand tracking and rendering a rigged

avatar into the blended view could further improve the clarity of

dynamic person space representation. Additionally, we observed

that when the color and depth of dynamic scene elements are sim-

ilar in both NeRF and point cloud renderings, the quality of the

mask may be reduced. As an alternative to our initial masking ap-

proach, employing more sophisticated segmentation algorithms

could minimize artifacts in the blended view. To explore this, we

used Segment Anything (SAM) [32] to perform segmentation on

color images from both NeRF and point cloud, identifying common

regions combined with invalid point cloud areas to create a mask.

Our preliminary results, illustrated in Fig. 16, are encouraging, ef-

fectively reducing many artifacts and holes, such as those over a

hand or inside a cup. Although these algorithms today may be too

computationally demanding for real-time use, we expect them to

become faster soon. Integrating this approach into our method for

mask creation could significantly enhance the visual quality of the

blended view.

6.2 Exploring Data Collection Methods

We utilize a single head-mounted camera to collect a dataset for

NeRF training. While this approach serves to enable the demon-

strated scenario, there exists a substantial design space to investi-

gate alternative strategies for on-the-fly data collection for real-time

collaboration. For example, the system operates under the assump-

tion that both remote and local collaborators mostly work nearby,

generally facing the same direction. However, collaborative environ-

ments can have a variety of configurations such as working across

a table to maintain eye contact and facilitate non-verbal communi-

cation. To better accommodate these various forms of collaborative
coupling [65], future work can explore alternative data collection

methods that can offer diverse viewpoints. One such strategy could

involve utilizing mechanisms like linear actuators or robotic arms

to position cameras at different angles, such as opposite ends of

a table, thereby optimizing the NeRF dataset based on the region

of interest the remote viewer intends to focus on. Furthermore,

in situations where multiple individuals are present in the local

environment, equipping each person with a head-mounted camera

could significantly enhance the dataset by introducing a variety

of perspectives. This approach, while promising, can highlight the

need to more effectively segment the training images to exclude

dynamic elements, possibly drawing on more advanced techniques
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to remove other individuals from the training dataset for clear NeRF

results.

6.3 Alternative Interfaces for Remote and Local

Collaborators

In our prototype, we develop a GUI viewer that allows remote users

to navigate a 3D scene using a mouse and keyboard, a standard

interface in 3D editing tools or game engines. However, for tasks

centered around physical objects, liberating users from the need

to explicitly manage camera viewpoints can free up cognitive re-

sources, enabling them to concentrate more fully on the primary

task [55, 60, 61]. A promising alternative would be a VR interface

where a remote user wearing a head-mounted display can freely

change viewpoints through head movements in the SharedNeRF’s

rendering, and can leverage hand gestures or spatial annotations for

better communicating reference space to the local user. Of course,
the ability to more flexibly change viewpoints would encourage a

remote user to look from angles where adequate data is not col-

lected, but data collection methods discussed in Section 6.2 could

be considered to address this.

For the local collaborator our demonstration and study used

a shared screen setup to visualize what the remote reviewer is

seeing. While this method is prevalent in daily video calls, aiding in

establishing a common ground among collaborators [35], it requires

the local user to shift their focus between their own task space

and the shared screen, potentially fragmenting their attention. A

more seamless solution would be to overlay the remote viewer’s

attention area directly onto the local user’s physical task space.

This could be achieved, for instance, through the utilization of

a calibrated laser pointer or projection mapping to indicate the

exact area the remote viewer is focusing on [18]. Alternatively,

a local user can wear an AR head-mounted display to render 3D

information about the notion of the remote collaborator over their

immediate physical environment. One benefit of these approaches

is that they can implicitly encourage the local user to look at the

task space from viewpoints that the remote viewer would like to

see, which can result in gathering a better dataset for optimizing

NeRF representation for these viewpoints.

6.4 Accommodating More Interaction

Modalities

The user experience of using SharedNeRF for physical tasks can be

augmented by adding more interactive components to the blended
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Figure 17: A CAD model can be rendered with actual dimen-

sions in NeRF rendering and moved over the physical proto-

type to ensure that it fits well with the camera before it takes

a long time to 3D print it.

space. For example, users could add annotation or virtual objects,

such as CAD files over the high-fidelity NeRF representation, as

explored in Magic NeRF Lens [37]. A key benefit of enabling these

interactions in SharedNeRF is the fact it renders both NeRF and

point cloud in real-world metrics (e.g., meter), as opposed to an

arbitrary scale used inMagic NeRF Lens. This allows users to import

and place CAD models with correct dimensions in the NeRF space

and check if a modeled part fits with an existing physical object,

for example. Fig. 17 shows the example of using SharedNeRF for a

scenario where the fit of a CADmodel of a camera mount is checked

against the camera it is designed to work with. The combined point

cloud and NeRF rendering allows the user to refer to both virtual

and physical objects in a unified rendering space.

7 CONCLUSION

SharedNeRF is designed to enhance synchronous remote collabo-

ration during tasks centered around physical objects by leveraging

high fidelity and view-dependent synthesis of a volumetric NeRF

representation. The system exploits the complementary nature of

NeRF representations and RGB-D point clouds, blending the ren-

dering of both static and dynamic elements of the shared space. The

system also uses algorithms to improve NeRF quality over time and

update the NeRF representation upon permanent changes to the

space. In our preliminary study, participants were able to complete

a flower arrangement task, noting SharedNeRF’s benefits of inde-

pendent control over viewpoints and realistic rendering as well as

its ability to visualize hands moving in the scene.
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